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Abstract. This paper introduces a new problem in 3D point cloud:
few-shot instance segmentation. Given a few annotated point clouds ex-
emplified a target class, our goal is to segment all instances of this target
class in a query point cloud. This problem has a wide range of prac-
tical applications where point-wise instance segmentation annotation is
prohibitively expensive to collect. To address this problem, we present
Geodesic-Former – the first geodesic-guided transformer for 3D point
cloud instance segmentation. The key idea is to leverage the geodesic
distance to tackle the density imbalance of LiDAR 3D point clouds. The
LiDAR 3D point clouds are dense near the object surface and sparse
or empty elsewhere making the Euclidean distance less effective to dis-
tinguish different objects. The geodesic distance, on the other hand, is
more suitable since it encodes the scene’s geometry which can be used
as a guiding signal for the attention mechanism in a transformer decoder
to generate kernels representing distinct features of instances. These ker-
nels are then used in a dynamic convolution to obtain the final instance
masks. To evaluate Geodesic-Former on the new task, we propose new
splits of the two common 3D point cloud instance segmentation datasets:
ScannetV2 and S3DIS. Geodesic-Former consistently outperforms strong
baselines adapted from state-of-the-art 3D point cloud instance segmen-
tation approaches with a significant margin. The code is available at
https://github.com/VinAIResearch/GeoFormer.
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1 Introduction

This paper introduces a new problem of few-shot 3D point cloud instance seg-
mentation (3DFSIS). As Fig. 1 shows, given a few support point clouds (a.k.a.
scenes) with their ground-truth masks to define a target class, we aim to seg-
ment all instances of the target class in a query scene. Compared to related
vision tasks such as 3D point cloud instance segmentation (3DIS) and 3D point
cloud few-shot semantic segmentation (3DF3S), 3DFSIS is fundamentally dif-
ferent. For 3DIS, the training and test classes are the same. One could reliably
learn an instance segmenter with abundant annotated examples in training, then
apply that segmenter to the test scenes. That is not the case in 3DFSIS where
training and test classes are disjoint. For 3DF3S, we need to predict each point
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Fig. 1. Our baseline adapted on DyCo3D [16] for 3DFSIS. The query and support point
clouds are first input to a shared backbone to extract their features. Then the query
points are grouped into candidates based on their semantic and predicted object cen-
troids while the support points are masked-average-pooled to obtain a support feature
vector. The cosine similarity between the support feature vector and every candidate’s
average feature is used to filter out irrelevant candidates. The final candidates are used
to generate kernels for dynamic convolution with the feature produced by the mask
head in order to obtain the final instance masks of the query scene.

with a semantic label instead of an instance label as in 3DFSIS. That is, we
do not need to distinguish different instances of the same class as in 3DF3S.
Furthermore, unlike weakly/semi-supervised learning in 3DIS, where all classes
are known in training, in the training of 3DFSIS, the new classes are not known
in advance. Thus, the model needs to quickly learn from a few examples of new
classes whenever they arrive.

3DFSIS is an important vision task and has a wide range of applications
including autonomous driving, and augmented reality, especially in applications
where training a reliable 3D instance segmenter is prohibitively impossible due
to the expensive costs of collecting a sufficient amount of annotated point clouds.
However, learning in 3D point clouds is very challenging due to: (1) 3D point
clouds are unordered, imbalanced in density (dense near object surface but sparse
elsewhere); and (2) the variance in appearance, size, and shape between the sup-
port and query scenes is significantly higher than that of 2D images. These two
challenges are amplified in the few-shot setting where a very limited number of
labeled examples of new classes are provided, e.g. 1 to 5 shots at most compared
to 30 to 50 shots with ease in a 2D image. This is due to the reason that one
has to label point-by-point in a 3D point cloud rather than labeling approximate
polygons for instance masks as in a 2D image. Therefore, it is not trivial to adapt
any 2DFSIS to 3DFSIS.

A simple but strong baseline for 3DFSIS can be adapted from a 3D point
cloud instance segmenter, e.g. DyCo3D [16], to the few-shot setting. The baseline
is depicted in Fig. 1. First, similar points are grouped into candidates based
on their Euclidean centroids and semantic predictions. Then each candidate is
passed to a subnetwork to generate a kernel for dynamic convolution [40] so as to
obtain the final instance mask. To filter out the irrelevant candidates which do
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Fig. 2. Our proposed approach, Geodesic-Former, for 3DFSIS. Given support
and query scenes, a shared backbone is used to extract their features. Support features
are further masked average pooled with the support mask to obtain a support feature
vector representing the target class. Then the query features and support feature vector
are aggregated to obtain context points which are further sub-sampled in farthest-point-
downsampling operation to obtain anchor points representing the initial prediction of
the object location. Next, the geodesic distances between every anchor point to all the
context points are computed taking into account the imbalance in point cloud density
(distributed near object surface only). This geodesic distance is used as the positional
encoding to guide the transformer decoder whose key/value and query are context and
anchor points, respectively, so as to produce a kernel for each anchor point. Finally,
each kernel dynamically convolves with the features produced by the mask head along
with the geodesic distance embedding to obtain the final object instance mask.

not belong to the target class, one can use cosine similarity between the support
feature vector and the average feature vector of all points of each candidate.
This framework has several limitations. First, as mentioned above, 3D point
clouds are imbalanced in density and mostly distributed near the object surface
so that the Euclidean distance for clustering is unreliable, i.e. points that are
close together might not necessarily belong to the same object and vice versa.
Second, the clustering in DyCo3D relies heavily on the performance of the offset
centroid predictions, hence, it might be overfitting to some 3D shapes and sizes
of the training object classes, resulting in poor generalization to the test classes.

To address these limitations, we propose a new geodesic-guided transformer
decoder to generate the kernel for the dynamic convolution from a set of initial
anchor points, giving the name of our approach, Geodesic-Former. The overview
of Geodesic-Former is depicted in Fig. 2. First, geodesic distance embedding
based on the geodesic distances between each of the anchor points to all context
points is computed. In this way, the geodesic distance between two points belong-
ing to different objects is very large, helping differentiate different objects. Then
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this embedding is used as positional encoding to guide the later transformer
decoder and dynamic convolution. Second, to avoid overfitting to the shape and
size of training classes, we use a combination of the Farthest Point Sampling
[37], a similarity network, and a transformer decoder. The first samples initial
seeds from the query point cloud representing the initial locations of the object
candidates, the second filters out irrelevant candidates, and the third contex-
tualizes the foreground (FG) candidates to precisely represent objects with the
information of the context points in order to generate the convolution kernels.
In this way, as long as an initial seed belongs to an object, it can represent that
object. In contrast, for each point, DyCo3D has to predict exactly the center
point of the object it belongs to in order for the clustering to work well. This
is even harder when transferring to the new object classes in testing. Also, to
the best of our knowledge, we are the first to adopt the transformer decoder
architecture to the 3DIS and 3DFSIS.

In sum, our technical contributions are summarized as follows:

– We introduce a new 3D point cloud few-shot instance segmentation task.
– To evaluate the new task, we introduce new splits adapted from the Scan-

netV2 and S3DIS datasets.
– To address the new task, we propose a strong baseline (adapted from SOTA

3DIS methods) and our novel proposed approach, Geodesic-Former, com-
bining the transformer decoder with dynamic convolution in respect of the
geodesic distance encoding scene’s geometry.

In the following, Sec. 2 reviews prior work; Sec. 3 specifies Geodesic-Former;
and Sec. 4 presents our implementation details and experimental results. Sec. 5
concludes with some remarks and discussions.

2 Related Work

This section reviews closely related work in 2D and 3D instance segmentation.

3D point cloud instance segmentation (3DIS) approaches can be di-
vided into two groups: proposal-based and proposal-free. The proposal-based ap-
proaches [17,51,52] first detect 3D bounding boxes, then segment the foreground
region inside them. 3D-SIS [17] proposes a Mask R-CNN-based 3D instance seg-
mentation architecture, jointly learns features from both RGB images and 3D
point cloud. 3D-BoNet [51] simplifies the detection network by directly predict-
ing a fixed number of unoriented 3D bounding boxes from a global feature vector,
then segmenting foreground points inside each box. GSPN [52] generates propos-
als by reconstructing shapes from noisy observations and further refining these
proposals with a Region-based PointNet [36]. On the other hand, the proposal-
free approaches [44,20,3,16,8] learn embedding features then group points to in-
stances. SGPN [44] adopts the double-hinge loss to learn discriminative features
in order to compute the similarity matrix of paired points for grouping points.
PointGroup [20] predicts the 3D offset from each point to its instance’s centroid
and generates clusters from two sets: original points and shifted points. HAIS
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[3] proposes a hierarchical clustering method where a small cluster can be either
filtered out or absorbed by a larger cluster to become its part. DyCo3D [16]
adopts the same clustering approach but leverages dynamic convolution [46,40]
to generate 3D instance masks. SSTNet [25] constructs a super point tree based
on the point cloud’s semantic features and uses tree traversal to split nodes into
instances. All the 3DIS approaches assume the training and test classes are the
same, and there is a large number of annotated data for training. The setting of
3DFIS is fundamentally different: the training and test classes are disjoint and
we only have a few annotated examples for each test class.

Few-shot 2D instance segmentation approaches [30,50,9,33,34] extend the
Mask R-CNN[13] – a common 2D image instance segmenter – to the few-shot
setting. The support features are extracted from a few labeled examples and in-
corporated into the query feature map to segment objects of the target class. [33]
utilizes the anchor-free detector [41] to alleviate the overfitting problem of the
anchor boxes to the training classes and assembles the predicted object’s latent
parts into an object mask. However, 2D images are structured, grid-based, and
dense whereas 3D point clouds are unordered, irregular, and sparse. Therefore,
these approaches cannot be applied directly to 3DFSIS.

Few-shot 3D point cloud semantic segmentation (3DF3S). Recently,
[55] introduced the problem of few-shot 3D point cloud semantic segmentation.
From the support scene, multiple prototypes are extracted and propagated to
the query points based on their affinity matrix. However, this approach does
not distinguish different instances of the same object class. 3DFSIS is arguably
harder than 3DFSSS since we need to classify all points into instance labels
instead of semantic labels only.

Vision transformer has been applied to 2D image classification [7,42,53], ob-
ject detection [2,56,45,10,29,47], semantic segmentation [49,38], and instance seg-
mentation [24,12,6,18]. Furthermore, the transformer architecture is naturally fit
to process unordered 3D point clouds since its attention mechanism is permu-
tation invariant. Some recent approaches [27,54,31] have shown the potential of
transformers in some 3D tasks. [54] designs a self-attention network to process 3D
point clouds and achieve good results on 3D semantic segmentation, object part
segmentation, and object classification. [27,35,31] leverage transformer-based ar-
chitecture for 3D object detection. We are the first to adopt the cross-attention
transformer decoder with a special design for the 3DIS and 3DFSIS tasks.

3 Our Geodesic-Former

3.1 Problem setting

In training, we are provided a sufficiently large training set of base classes Ctrain,
i.e. {P t,mt}Tt=1, where P t,mt are the 3D point cloud of the scene t and its
ground-truth segmentation masks, respectively, and T is the number of training
samples. In testing, given K support 3D point cloud scenes Ps and their ground-
truth masksms to define a new target class ctest, we seek to segment all instances
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mq of the target class in a query scene Pq. It is worth noting that the target class
is different from the base classes, or ctest /∈ Ctrain. In this paper, we explore two
configurations: 1-shot and 5-shot instance segmentation.

To address this problem, we design our approach Geodesic-Former inspired by
DyCo3D [16]. The overview of Geodesic-Former is illustrated in Fig. 2. To extract
features Fs, Fq from the support and query point clouds Ps, Pq, respectively,
we employ a 3D U-Net with sparse convolution [11] used in [16]. In addition,
a support feature vector fs is extracted from the support features Fs via a
masked-average-pooling operation representing the target class.

In the following, Sec. 3.2 first describes how to prepare the context and an-
chor points for the transformer decoder. Sec. 3.3 specifies how to compute the
geodesic distance between each anchor point to every context point to guide
the transformer decoder and dynamic convolution. Sec. 3.4 discusses how the
transformer decoder generates the convolution kernel for the dynamic convolu-
tion, which is presented in Sec. 3.5, in order to produce the final instance mask.
Finally, Sec. 3.6 proposes the strategy to train our approach.

3.2 Context and Anchor Points Preparation

First, we aggregate support feature fs ∈ R1×d into the query features Fq ∈
RNq×d inspired by [48], resulting in integrated features of the context points
Fc ∈ RNq×d as follows:

Fc = Wproj ∗ [Fq ⊙ fs;Fq − fs;Fq] , (1)

where d is the number of feature channels, Nq is the number of query points,
Wproj ∈ R3d×d is the linear layer weight; ∗, [·; ·],⊙,− are the convolution, con-
catenation, channel-wise multiplication, and subtraction operations, respectively.
In this way, we preserve the original query point features along with the newly
rectified and subtracted features from the support.

Next, from the context points, a smaller set of points is sampled by a farthest-
point-down sampling to represent distinct object candidates. In our work, we
sample a large enough number of candidates so that they can cover all objects in
all cases. Then, a similarity network, which is a multi-layer perceptron (MLP),
is used to filter relevant candidates as anchor points Fa ∈ RNa×d, Na is the
number of anchor points, having high appearance similarity with the support
examples. After this step, we take the context points Fc and anchor points Fa

as input to the transformer decoder to generate the kernel of each anchor point.

3.3 Geodesic Distance Embedding Computation

The 3D point clouds captured by LiDAR sensors have an important property
that it is distributed unequally in the 3D space (dense near the object surface
and sparse elsewhere). As a result, two points are close in 3D Euclidean distance
but they might belong to two different objects. In this case, the geodesic distance
[21] which encodes the scene’s geometry would be a better choice as visualized in
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(a) (b)

Fig. 3. (a) Comparison between Euclidean distance and geodesic distance. For each
image, the green points are the top-2000 nearest neighbors of the red point in Euclidean
distance (left) and geodesic distance (right). (b) An example of FG/BG flipping in
training and testing making transformer classifier confused, i.e. sofa is labeled as BG
in training (left) but FG in testing (right).

Fig. 3a. In other words, if two points are close in Euclidean distance but there is
no path or their geodesic distance is too high, they clearly belong to two separate
objects. Therefore, we propose to use the geodesic distance between the anchor
points and every context point as geometry guidance to distinguish objects in
subsequent modules.

To obtain the geodesic distance, we first employ the ball query algorithm [37]
to get a directed sparse graph whose nodes are context points and each node
only connects to at most κ other nodes. There exists a directed edge from node
1 to node 2 if node 2 is among the κ nearest neighbors of node 1 and within a
radius τ , and the weight of the edge is always positive and equal to the local
Euclidean distance between the two nodes. After that, we use the shortest path
algorithm, i.e. Djikstra [5], to compute the length of the shortest path from
each anchor point to every context point in the obtained sparse graph as its
geodesic distance. Finally, the geodesic distance embedding Gi ∈ RNq×d of an
anchor point i is obtained by encoding its geodesic distance using the sine/cosine
function in [43].

3.4 Transformer Decoder

The transformer decoder takes as input the anchor points Fa ∈ RNa×d and
context points Fc ∈ RNq×d to produce the kernel W i ∈ RL for each anchor point
i, where L is the number of parameters in dynamic convolution. The decoder
follows the design of DETR [2] consisting of a multi-block of transformer layers
with two kinds of attention: self-attention between anchor points and cross-
attention between anchor and context points. Hence, each anchor point knows
each other and captures a complete object structure to generate a kernel for
the dynamic convolution. Notably, the attention mechanism in a transformer is
inherently fitted to the 3D point cloud since they are both unordered.

Importantly, to address the 3DFSIS, we make substantial modifications to
the positional encoding and output of the decoder. First, to guide the attention
in the transformer with the geodesic geometry structure as discussed in Sec. 3.3,
the geodesic distance embedding G is used as the positional encoding instead of
the embedding of 3D point coordinates. Second, we do not predict the object
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class, i.e., the foreground (FG)/background (BG) classification, due to the FG
and BG confusion of few-shot settings during the training and testing phase. In
particular, a lot of new classes presenting in training scenes but are labeled as
BG causing the trained classification head to predict them as BG (false negative)
in testing as depicted in Fig. 3b. Instead, the similarity network filters the FG
anchor points as described in Sec. 3.2.

3.5 Dynamic Convolution

To prepare features for dynamic convolution whose weights are predicted by
the transformer decoder, a mask head takes as input the query point features
Fq ∈ RNq×d to produce the mask features Fmask ∈ RNq×d by applying two blocks
of MLP with Batch Norm [19], and ReLU [32] in between. Also, the geodesic
distance is critical geometric cue to distinguish instances, we directly append
the geodesic distance embedding Gi ∈ RNq×d of each anchor point i to the mask
features in order to obtain the final instance mask m̂i ∈ [0, 1]Nq×1 in a dynamic
convolution as follows :

m̂i = Conv
(
[Fmask;G

i];W i
)
, (2)

where [·; ·] is the concatenation operation, and Conv is implemented with several
convolutional layers as in DyCo3D [16].

3.6 Training Strategy

Pretraining: First, we pretrain the U-Net backbone, mask head, and the trans-
former decoder with the standard 3D point cloud instance segmentation task on
the base classes. In this stage, the feature aggregation in Fig. 2 is not used since
we do not have support feature, instead, we copy the features of query points
to the context points directly. Also, we add a classification head on top of the
output of the transformer decoder to predict the semantic category γ̂i along
with the kernel generation to predict the mask m̂i for each anchor point i. The
number of classes is Γ + 1 where Γ is the total number of base classes of Ctrain

and one additional background class. The matching cost Cpretrain
match ∈ RNa×Ngt

+

between the prediction (γ̂i, m̂i) and the ground truth (γj ,mj) is computed as:

Cpretrain
match (i, j) = Lseg(m̂

i,mj) + Lcls(γ̂
i, γj), (3)

where Lseg is the dice loss [39], and Lcls is the sigmoid focal loss [26]. Based on

the matching cost Cpretrain
match , the Hungarian algorithm [23] is leveraged to find

the optimal 1-to-1 matching π∗, then the following loss is used for training:

Lpretrain
Hungarian =

NGT∑
i=1

Lseg(m̂
i,mπ∗(i)) +

Na∑
i=1

Lcls(γ̂
i, γπ∗(i)). (4)

If a class prediction γ̂i has no ground truths matched, it will be matched with
the background class.



Geodesic-Former 9

Table 1. Class splits of the ScannetV2 and S3DIS datasets. Fold 0 is used for training
while fold 1 is used for testing.

ScannetV2 S3DIS

Fold 0 Fold 1 Fold 0 Fold 1

cabinet sofa beam door
bed table board floor
chair window bookcase sofa
door picture ceiling table

bookshelf shower curtain chair wall
counter refrigerator column window
desk toilet

curtain sink
bathtub other furniture

Episodic training: We leverage the episodic training strategy – a common
approach for few-shot image classification – to mimic the test scenario in training.
That is, for each episode, we randomly sample a pair of support and query point
clouds Ps, Pq and their masks ms,mq from training examples of the base classes.
In this stage, the classification head is removed and we add feature aggregation
and similarity network to train with the transformer decoder while freezing the
backbone and mask head. This is the final architecture of Geodesic-Former as
depicted in Fig. 2. The following matching cost and loss are used to train and
Approach in this stage:

Cepisodic
match (i, j) = Lseg(m̂

i,mj), Lepisodic
Hungarian =

NGT∑
j=1

Lseg(m̂
i,mπ∗(i)). (5)

For K > 1 shots, we additionally apply the episodic training on a set of bal-
anced support-query pairs of the base and new classes to further fine-tune the
Geodesic-Former. In testing, the final support feature vector fs is the average
vector of all feature vectors fk

s of K support scenes.

4 Experiments

Datasets: To evaluate Geodesic-Former on the new 3DFSIS task, we introduce
two new datasets derived from ScannetV2 [4] and S3DIS [1] used for 3D point
cloud instance segmentation. ScannetV2 consists of 1613 point clouds of scans
from 707 unique indoor scenes with 20 semantic classes in total and 18 classes
for instance segmentation. We follow the common split of 1201, 312, and 100
for training, evaluating, and testing, respectively [16]. Inspired by [55] for 3D
few-shot semantic segmentation, we split the 18 foreground classes into two non-
overlapping folds based on the alphabetical order with nine classes each, one for
training classes (fold 0) and the other for test classes (fold 1). S3DIS is another
benchmark for 3D indoor scenes which contains 272 point clouds collected from
6 large-scale areas with 13 semantic categories. We only keep 12 main categories
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and remove the “clutter” class. We also split it into two folds with six classes
each. Area 5 containing 68 point clouds is used for testing while the rest is used
for training. Tab. 1 summarizes the class splits of ScannetV2 and S3DIS.

We report the results for the test classes in the following procedure: (1) we
randomly sample K = {1, 5} support examples, with their binary masks for
every class in the training set (with the purpose of saving the whole test set
for the query scenes only) and apply them to the whole test set, a.k.a the fixed
support set; (2) for each query scene in the test set, if a test class does not present
in the scene, we skip the evaluation of that class for that scene. To improve the
reliability of the measured metrics, we sample and evaluate all the approaches on
ten disjoint fixed support sets, and report the average with standard deviation.
In this setting, we consider the unlabeled points of new classes in the training
set as unseen points commonly used in 2DFSIS.

Evaluation metrics: For ScannetV2, we adopt the mean average precision
(mAP) and AP50 used in the instance segmentation task. For S3DIS, we apply
the metrics that are used in [20,16,14,15] to test classes: mCov, mPrec, and
mRec. They are the mean instance-wise IoU, mean precision, and mean recall.

Implementation details: We adopt the sparse convolution [11] to implement
the backbone network. The voxel size is set to 0.02 m for ScannetV2 and 0.05 m
for S3DIS, and the output channel of the backbone network is set to 16. To cal-
culate the geodesic distance, we employ the FAISS1 library for ball-query search,
then we re-implement by vectorizing the shortest path algorithm, i.e., Dijkstra’s
algorithm, in Pytorch to speed up the processing time. The transformer decoder
is the same as [31] consisting of four layers, each uses multi-head attention with
four heads, and the output dimension and the hidden dimension are set to 64.
We train our model using the Adam optimizer [22] with a cosine learning rate
scheduler [28]. During the pretraining phase, the initial learning rate is set to
10−2, and the number of training epochs is 500. After that, we train for another
200 epochs in episodic training with the learning rate of 5 × 10−3. Our data
augmentation is the same as [20]’s.

4.1 Ablation Study

We conduct several experiments on the validation set of ScannetV2 to study the
contribution of various components of our method with one shot, K = 1.

Similarity network, transformer decoder, geodesic distance. In Tab. 2,
the first and second rows show the performance of our baseline in Fig. 1, and a
per-point classification variant where we use cosine similarity to filter out irrele-
vant points before clustering by predicted objects’ centers. This variant performs
poorly as each point is classified independently without geometric cues of ob-
jects, and the classified points are so cluttered to form a complete shape. When
replacing the cosine similarity in the baseline with a similarity network, the
performance slightly increases, +0.4 in row 3. When the clustering algorithm

1 https://github.com/facebookresearch/faiss

https://github.com/facebookresearch/faiss
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Table 2. Ablation study on each component’s contribution to the final results. “SN”,
“TD”, and “GDE” denote similarity network, transformer decoder, and geodesic dis-
tance embedding, respectively. (*) denotes the baseline of per-point classification.

Combination Metric

SN TD GDE mAP AP50

Baseline (DyCo3D [16]) 6.2 11.7
Baseline (*) 4.9 9.7

✓ 6.6 12.5
✓ 6.7 13.1

✓ 7.8 14.2
✓ ✓ 7.6 14.3
✓ ✓ 8.7 14.9

✓ ✓ 9.4 17.1

Geodesic-Former ✓ ✓ ✓ 10.6 19.8
Geodesic-Former w/ cls. ✓ ✓ 4.5 10.2

16.4
18.1

19.8 20.1 19.7

9.2 10 10.6 10.5 10.5

# of anchor points

8
10
12
14
16
18
20
22

32 64 128 192 256

AP50 mAP

Fig. 4. Study on the number of anchor points Na.

in the baseline is replaced by the transformer decoder, the performance also
slightly improves, +0.5 in row 4. Especially, when adding the geodesic distance
embedding to the dynamic convolution of the baseline, the performance is signif-
icantly boosted, +1.6 in row 5. This justifies the importance of geodesic distance
to the segmentation. When combining each pair of the three components, the
performance improves substantially over each component alone. Finally, our full
approach, Geodesic-Former achieves the best performance, 10.6 in mAP and 19.8
in AP50. These results show that when combining these components together,
the performance gain is much larger than using them separately. We also have
an ablation when turning off the similarity network and using the classification
head in the pretraining phase, the performance drops significantly, -6.1 in row
9. This justifies our claims that using the classification head in our 3DFSIS is
sub-optimal due to the FG/BG confusion as described in Sec. 3.4.

Number of anchor points. The results are summarized in Fig. 4. Using the
number of anchor points of 128 gives the best results. This is because using too
few anchor points cannot capture the diversity of objects in the scene, whereas
using too many does not boost the performance significantly.
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Table 3. Study on the number of dynamic convolution layers.

# of layers 1 2 3 4

mAP on training set 22.6 ± 1.4 28.1 ± 1.7 28.0 ± 1.3 28.3 ± 1.5
mAP on testing set 3.4 ± 0.2 10.6 ± 0.6 9.3 ± 1.3 6.4 ± 1.9

Table 4. Study on ball query settings in Sec. 3.3 to form sparse directed graph.

mAP κ = 16 κ = 32 κ = 64 κ = 128

τ = 0.03 m 9.0 ± 0.9 9.3 ± 0.8 9.9 ± 0.7 10.1 ± 0.8
τ = 0.05 m 9.2 ± 0.6 9.7 ± 0.8 10.6 ± 0.6 10.6 ± 0.7
τ = 0.1 m 8.9 ± 1.2 9.3 ± 0.7 10.5 ± 1.0 10.3 ± 0.9

Number of layers in the dynamic convolution. As can be seen in Tab. 3,
using only a single layer of dynamic convolution leads to a significant drop in
performance (-7.2 in mAP). On the other hand, using too many layers may be
prone to overfitting the training data and harder to optimize due to a large
number of generated parameters. Using two layers gives the best results.

Ball query configuration. Tab. 4 reports the results with different nearest
neighbors κ and radii τ to form the directed sparse graph (as described in
Sec. 3.3) in order to compute the geodesic distance. From this table, κ = 64
and τ = 0.05 m give the best results.

4.2 Comparison with Prior Work

Since there is no prior work on 3DFSIS, we adapt three state-of-the-art (SOTA)
approaches on 3DIS: DyCo3D [16], PointGroup [20], and HAIS [3] to the few-
shot setting for comparing with our approach. The adapted version of DyCo3D
is exactly our baseline as depicted in Fig. 1. We apply the cosine similarity
filter to all methods to remove irrelevant proposals after the clustering stage
and the other modules are kept exactly the same as in their original papers.
The similarity thresholds for these methods are carefully fine-tuned to achieve
the best performance for a fair comparison, i.e. 0.95, 0.9, and 0.8 for DyCo3D,
PointGroup, and HAIS, respectively. Notably, the set aggregation module in
HAIS requires another statistical class-specific radius to aggregate fragments
into larger components. We calculate this radius based on the support scenes
and then apply it to the query scene.

Tab. 5 and Tab. 6 show the comparison results on the S3DIS and ScannetV2
datasets, respectively. For ScannetV2, HAIS performs worst among the four,
probably due to the sensitive class-specific radius in its set aggregation module.
Geodesic-Former consistently outperforms all of them by a large margin in all
metrics, i.e., +4.4 for one shot and +6.8 for five shots in the mAP. Moreover,
our method is more robust across different runs where the standard variations
of mAP and AP50 are only 0.7 and 1.4, respectively, compared with 2.0 and 3.1
of the second-best DyCo3D’s. For S3DIS, Geodesic-Former outperforms others
with a significant margin, i.e. in mCov and mRec, about +4 for one shot and
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Table 5. Comparison of Geodesic-Former and the strong baselines on ScannetV2.

K = 1 K = 5

mAP AP50 mAP AP50

DyCo3D [16] 6.2 ± 2.0 11.7 ± 3.1 6.4 ± 1.2 11.9 ± 2.2
PointGroup [20] 5.3 ± 1.2 10.3 ± 2.5 5.3 ± 0.5 11.7 ± 0.8
HAIS [3] 1.6 ± 0.6 3.5 ± 0.8 1.0 ± 0.2 2.3 ± 0.4

Geodesic-Former 10.6 ± 0.7 19.8 ± 1.4 13.2 ± 0.9 24.8 ± 1.3

Table 6. Comparison of Geodesic-Former and the strong baselines on S3DIS.

K = 1 K = 5

mCov mPre mRec mCov mPre mRec

DyCo3D [16] 13.5 ± 2.1 2.9 ± 1.0 4.1 ± 1.4 14.5 ± 1.3 3.1 ± 0.5 4.1 ± 1.4
PointGroup[20] 12.9 ± 2.8 4.6 ± 1.4 3.8 ± 1.3 13.7 ± 0.8 4.6 ± 0.6 3.8 ± 0.8
HAIS [3] 4.6 ± 1.2 8.1 ± 0.9 3.9 ± 1.3 5.0 ± 1.9 11.8 ± 2.0 4.1 ± 0.4

Ours 17.8 ± 1.5 7.0 ± 0.4 8.5 ± 1.7 20.2 ± 2.1 10.8 ± 1.3 12.2 ± 1.8

+7 for five shots. HAIS’s results are slightly better than ours in mPre due to its
strict threshold to get high precision but low recall rate.

4.3 Qualitative Results

Fig. 5 shows the qualitative results of our approach and others on ScannetV2. For
the training class “chair” shown on row 1, all approaches perform well. For the
test classes (rows 2-5), there are differences in the segmentation results. Geodesic-
Former outperforms others in the hard cases such as in the thin object (“show
curtain” - row 2), in the big object (“table” - row 3), and in the incomplete
object (“window” - row 4). These examples demonstrate the strong capability of
our approach when handling objects to various extent thanks to the transformer
decoder and the geodesic distance embedding. However, Geodesic-Former mis-
segments the sofa-stool as sofa due to their similar appearance (row 5).

Also, Fig. 6 illustrates the quality of the computed geodesic distance. For
each red point, we visualize the top reachable geodesic-distance nearest neighbors
(green points) and unreachable points (gray points) which have infinite geodesic
distance. It justifies that the geodesic distance helps distinguish objects much
better than Euclidean distance.

5 Discussion and Conclusion

Discussion. We have succeeded in applying our approach on a lower number
of shots only, i.e., 1 and 5 shots. For a higher number of shots (K > 5), the
improvement is insignificant due to the simple averaging operation. The study
on how to aggregate features from multiple supports in a 3D point cloud to
leverage their geometric structure would be an interesting research topic.
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Fig. 5. Qualitative results of Geodesic-Former and the strong baselines on the Scan-
netV2 dataset. Each row shows an example of the query scene with its GT mask and
the support scene with its GT mask (the smaller red-border box) on the first column.
The name of the support class is on the left next to GT.

Fig. 6. Representative examples of computed geodesic distance. For each image, the
green points is the top reachable geodesic-distance nearest neighbors of the red point.

Conclusion. In this work, we have introduced the new few-shot 3D point cloud
instance segmentation task and have proposed the Geodesic-Former – a new
geodesic-guided transformer with dynamic convolution to address it. Extensive
experiments have been conducted on the newly introduced splits of ScannetV2
and S3DIS datasets showing that our approach achieves robust and significant
performance gain on both datasets from the very strong baselines adapted from
the state-of-the-art approaches in 3D instance segmentation, i.e., +4.4 for one
shot and +6.8 for five shots in mAP on ScannetV2; +4.3 for one shot and +5.7
for five shots in mCov on S3DIS. We hope that our proposed problem, datasets,
and approach could facilitate future work in this direction.
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