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Abstract. Developing image-generative models, which are robust to
outliers in the training process, has recently drawn attention from the
research community. Due to the ease of integrating unbalanced opti-
mal transport (UOT) into adversarial framework, existing works focus
mainly on developing robust frameworks for generative adversarial model
(GAN). Meanwhile, diffusion models have recently dominated GAN in
various tasks and datasets. However, according to our knowledge, none of
them are robust to corrupted datasets. Motivated by DDGAN, our work
introduces the first robust-to-outlier diffusion. We suggest replacing the
UOT-based generative model for GAN in DDGAN to learn the back-
ward diffusion process. Additionally, we demonstrate that the Lipschitz
property of divergence in our framework contributes to more stable train-
ing convergence. Remarkably, our method not only exhibits robustness
to corrupted datasets but also achieves superior performance on clean
datasets.

Keywords: Diffusion Model - Unbalanced Optimal Transport - Robust-
ness Generation - OT-based Generative Model

1 Introduction

In recent years, generative models have seen remarkable advancements. These
models have demonstrated the ability to generate pieces of writing, create stun-
ning images, and even produce realistic videos in response to arbitrary queries.
However, training datasets often originate from diverse sources, inevitably con-
taining outliers resulting from various factors such as human error or machine
inaccuracies. These outliers could significantly impede the performance of mod-
els; for instance, a generative model affected by outliers may produce undesired
samples. In this study, we focus on a specific scenario where the training dataset
for generative model is corrupted by outliers.
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The aforementioned scenario has been previously explored in the works |456],
primarily focusing on Generative Adversarial Networks (GANs). By leverag-
ing unbalanced optimal transport (UOT), [4] proposed RobustGAN to enhance
model robustness by using the third weight network to assign less attention to
outliers and focus more on clean data. However, this approach not only requires
additional training time and resources but also suffers from training instability
due to the optimization of three networks, impairing the model’s ability to cre-
ate realistic images. Recently, [39] introduced OTM, a novel type of generative
model known as the OT-based generative model, where the optimal transport
map itself serves as a generative model. Building upon this work, [6] proposed
UOTM framework which replaces the UOT formulation in the OT-based genera-
tive model. UOTM demonstrates strong performance on clean datasets, thereby
bringing the OT-based generative model on par with other types of generative
models such as diffusion and GANs in terms of quality. However, it is worth not-
ing that UOTM only conducts robustness experiments on small-scale datasets
with simplified settings, which may not accurately reflect real-world scenarios.

In addition to GANSs, recent diffusion models |15}/441/47,/48] have experienced
rapid growth due to their capability to outperform GANs in generating highly
realistic images. These models offer adaptability in handling a wide range of
conditional inputs, including semantic maps, text, and images, as highlighted
in the works of [31,|38,/40,/52]. Despite these immense potentials, diffusion mod-
els face a significant weakness: slow sampling speed, as they require extremely
large models with thousands of steps to slowly refine an image of white noise
into a high-quality picture. This limitation impedes their widespread adoption,
contrasting them with GANs. Hence, the combination of GANs and diffusion
models, introduced in Denoising Diffusion GAN (DDGAN) [55], has effectively
addressed the challenge of modeling complex multimodal distributions, particu-
larly when dealing with large step sizes, through the utilization of GANs. This
innovative approach has led to a significant reduction in the number of denoising
steps required, typically just a few (e.g., 2 or 4). On the other hand, robust gen-
eration is a critical issue frequently encountered in real-world scenarios. While
this problem has been extensively studied in recent years, particularly in the
context of GANS, it is evident that GANs still lag behind diffusion models in
terms of image synthesis quality. Consequently, there is a growing consensus
that diffusion models are poised to replace GANs as the leading approach in
generative modeling. Given this shift in focus, it becomes imperative to address
the question of how to train robust diffusion models that can effectively handle
real-world datasets. To date, the development of robust diffusion models tai-
lored for datasets containing a mixture of clean and outlier data points remains
largely unexplored. Our work aims to fill this gap by proposing a robust diffu-
sion framework capable of harnessing the high-quality synthesis capabilities of
diffusion models while ensuring robustness throughout the generation process.

To address the challenge of producing a high-quality and fast sampling diffu-
sion model in the presence of corrupted data, a straightforward solution might
seem to be a combination of DDGAN and UOT, leveraging the strengths of
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both approaches. However, our work demonstrates that a simple combination
of these techniques does not effectively solve the problem. Firstly, we demon-
strate that DDGAN utilizes optimal transport (OT) to minimize the probability
distance between fake and true distributions, whereas UOT learn to minimize
the mapping between source and target distributions. Consequently, GAN and
UQOT have distinct objectives, making their direct combination challenging. Inte-
grating UOTM into the GAN framework requires additional weight networks [4],
leading to poor convergence. In contrast, an OT-based generative framework [39|
can seamlessly replace the UOT loss, as both share the same optimization ob-
jective. Motivated by this insight, we propose replacing the GAN process in
DDGAN with an OT-based generative model to learn the backward diffusion
process q(zi—1|x¢), facilitating the integration of the UOT loss. However, we
discover that simply modeling g(x;—1|z;) by UOT is ineffective because large ¢
makes it harder for UOT to distinguish between outliers and clean samples from
p(z¢—1). To address this challenge, we propose learning the distribution g(xg|x)
instead, as the UOT loss can more effectively filter out outliers from ¢(z). Ad-
ditionally, we highlight the effectiveness of Lipschitz ¥ in stabilizing the training
of the proposed framework. We summarize our contributions as follows:

¢ Robust Diffusion UOT Framework: We propose a novel approach to inte-
grate UOT into the DDGAN framework by replacing the GAN process with an
OT-based generative model. To address the challenge of distinguishing outliers
from clean samples as diffusion steps increase, we propose to learn the distri-
bution p(zg|z:) instead of g(xi_1|x¢), leveraging the effectiveness of UOT in
filtering outliers from the clean distribution g(xg).

e Lipschitz ¥ makes stable training: We emphasize the importance of Lips-
chitz ¥ in stabilizing the training process of our proposed framework, contribut-
ing to its overall effectiveness and stability.

e Fast, High-fidelity, and Robust Image Generation: Our proposed model
exhibits superior performance compared to DDGAN and UOTM on clean datasets.
Moreover, our framework demonstrates enhanced robustness, achieving a lower
FID compared to other methods designed for robustness.

2 Related work

In this section, we summarise the related works about unbalanced optimal trans-
port (UOT) in generative models and diffusion models.

UOT in generative models: 3| proposed WGAN which showed the bene-
fits of applying OT in GAN, which minimizes the Wasserstein distance between
real and generated distribution. Indeed, OT theory has been the subject of ex-
tensive research over an extended period [2[8}/17,/34,[35/51]. This has led to tech-
niques aimed at enhancing the efficiency of OT within GAN models [42})43], all of
which utilize Wasserstein distance. Among the variants of OT, Unbalanced OT
(UOT) has the potential to make a model more robust to training outliers [12].
Recent works [4}/56] proposed to integrate the UOT loss into GAN framework.
However, these works need three distinct neural networks which leads to poor
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convergence and low-quality image synthesis. [39] proposed an OT-based gener-
ative model that optimal transport (OT) map itself can be used as a generative
model. Recently, UOTM [6] extended OT-based generative model to UOT-based
generative model by replacing OT formula with UOT formula. Though UOTM
works well for clean datasets, its robustness experiments are only limited to low-
resolution datasets. In this work, we show that our framework by extending the
UOT-based generative model for diffusion framework achieves SoTA FID score
at both clean and corrupted datasets.

Diffusion models: Diffusion models outperform state-of-the-art GANs in
terms of high-fidelity synthesized images on various datasets [10,/41]. Further-
more, diffusion models also possess superior mode coverage |16}23/46], and offer
adaptability in handling a wide range of conditional inputs including semantic
maps, text, and images [31,[38,/52]. This flexibility has led to their application
in various areas, such as text-to-image generation, image-to-image translation,
image inpainting, image restoration, and more [28}37,|40l|41]. Nonetheless, their
real-life application was shadowed by their slow sampling speed. DDPM [15] re-
quires a thousand sampling steps to obtain the high-fidelity image, resulting in
long-time sampling. Although several techniques have been designed to reduce
inference time [30,/45,/57|, primarily through reduction of sampling steps, they
still need more than 10 NFEs to generate images, roughly 10 times slower than
GANSs. Recently, DDGAN [55] utilized GAN to tackle the challenge of modeling
complex multimodal distributions caused by large step sizes. This model needs
much fewer steps (e.g. 2 or 4) to generate an image.

3 Background

3.1 Unbalanced Optimal Transport

In this section, we provide some background on optimal transport (OT), its
unbalanced formulation (UOT), and its applications.

Optimal Transport: Let g and v be two probability measures in the set of
probability measures P(X) for space X, the OT distance between p and v is
defined as:

OT(nv) = min [ e(w.v)dn(z.). (1)

where ¢: X x X — [0, 00) is a cost function, IT (1, v) is the set of joint probability
measures on X x X which has g and v as marginal probability measures. The
dual form of OT is:

OT(ur)=  sup meww+/v@w@. 2)

u(z)+v(y)<c(z,y) X

Denote v°(z) = infycx {c(z,y) — v(y)} to be the c-transform of v(y), then the
dual formulation of OT could be written in the following form:

OT(u,v) :sup/X ve(x)du(z) —|—/ v(y)dv(y).

v X
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Unbalanced Optimal Transport: A more generalized version of OT intro-
duced by [5] is Unbalanced Optimal Transport (UOT) formulated as follows:

UOT(ur) = _min [ re(w.y)dn(e.y) + Duy (mall) + Du(mal), (3)
TEM(X XX)

where M(X x X) denotes the set of joint non-negative measures on X x X’; 7
is an element of M(X x X), its marginal measures corresponding to p and v
are mp and ma, respectively; the Dy, are often set as the Csiszar-divergence, i.e.,
Kullback-Leibler divergence, x2? divergence, T is a hyper-parameter acting as the
weight for the cost function. In contrast to OT, the UOT does not require hard
constraints on the marginal distributions, thus allowing more flexibility to adapt
to different situations. Similar to the OT, solving the UOT again could be done
through its dual form [5,[12}}49].

UOT(p,v) = sup /X—Wf(—U(w))du(fﬂ)Jr/ —¥5 (—v(y))dv(y),

u(z)+v(y)<7c(z,y) &
(4)

where u,v € C(X) in which C denotes a set of continuous functions over its
domain; ¥ and W3 are the convex conjugate functions of ¥; and Ws, respectively.
If both function ¥; and ¥ are non-decreasing and differentiable, we could next
remove the condition u(z) +v(y) < 7¢(z, y) by the c-transform for function v to
obtain the semi-dual UOT form [49], v is 1-Lipschitz:

UOT(u,v) = sup / —0y (= v°(x))du(x) +/ 5 (—v(y)dv(y). (5)
llollz<1Jx X

Follow the definition of c-transform, UOTM [6] write v(x) = infzex T7c(z, &) —
v(Z) where both optimal value of generated data & and potential function v
are unknown. Therefore, UOTM finds the function v through learning a pa-
rameterized potential network Dy and optimizing a parameterized generator
Gy : X — X as mapping from input = to the optimal value of Z. Therefore,
Eq. can be written as follows:

UOT(u,v) =sup [/X Wf(— [Tc(x,Gg(x)) - Dy (Gg(l"))})du(x)

Dy

+ [ #(= Do) aviy) (©
=inf [/XW{‘(— 1CI;1§ [Tc(x,Gg(x)) - D¢(G9(x))Ddu(x)

Dy

+ /X 75 (— Do) dv(y)| (7)

3.2 Diffusion Models

Diffusion models that rely on the diffusion process often take empirically thou-
sand steps to diffuse the original data to become a neat approximation of Gaus-
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sian noise. Let’s use zq to denote the true data, and x; denotes that datum after ¢
steps of rescaling data and adding Gaussian noise. The probability distributions
of x; conditioned on z;_; and zg has the form

q(zi]zi_1) = N(V/1 = Beai_1, BiT) (8)
q(xi|zo) = N(x4; VAo, (1 — @p)I) (9)

where oy = 1 — B¢, ap = Hi:l as, and B € (0,1). Since the forward process
introduces relatively minor noise each step, we can approximate reverse probabil-
ity p(z¢—1|xt) using Gaussian probability q(x:—1|z+, o), which could be learned
through a parameterized function pg(z:—1|z:). Following [15], ps(xt—1|x+) is com-
monly parameterized as:

po(zi_1 | w) = N(xi_1; o, 1), 021), (10)

where pig(z4,t) and o? represent the mean and variance of parameterized de-
noising model, respectively. The learning objective is to minimize the Kullback-
Leibler (KL) divergence between true denoising distribution g(z;—1|z¢) and de-
noising distribution parameterized by pg(xs—1|z¢).

Unlike traditional methods, DDGAN [55] allows for larger denoising step
sizes to speed up the sampling process by incorporating generative adversarial
networks (GANs). DDGAN introduces a discriminator, denoted as Dy, and op-
timizes both the generator and discriminator in an adversarial training fashion.
The objective of DDGAN can be expressed as follows:

mdin mgLXZ]Eq(xt) {Eq(xtlxt) [ - log (D¢(Xt_1, Xt, t)):|

t>1
 Epy 1) |08 (D¢(xt_1,xt,t))}} (11)

In Eq. , conditional generator pg(x¢—1|z:) generates fake samples. Due
to large step sizes, the distribution ¢(z;—1|x¢) is no longer Gaussian. DDGAN
models this complex multimodal distribution by using a generator Gg (x4, 2, t),
where z is a D-dimensional latent variable drawn from a standard Gaussian
distribution A(0,I). Specifically, DDGAN first generates an clean sample x{,
through the generator Gg(x+,z,t) and obtains the perturbed sample x}_; us-
ing q(x¢—1|zs, ;). Simultaneously, the discriminator evaluates both real pairs
Dy(z4—1,2¢,t) and fake pairs Dy (z;_, 24, t) to guide the training process.

4 Method

Recent works [41/6] on robust generative models replace OT with UOT in adver-
sarial framework. However, GANs are widely known for training instability and
mode collapse [24]. By combining diffusion process and GAN models, Denois-
ing Diffusion GAN (DDGAN) [55] successfully mitigates these limitations. While
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GAN uses OT distance to minimize the moving cost between real and fake distri-
butions, UOT formulation minimizes the moving cost from source to target dis-
tributions. Therefore, it is hard to directly apply UOT into DDGAN framework.
In the Sec. motivated by OT-based generative [6,|39], we model backward
diffusion process p(z;_1|x:) by UOT-based generative model for robust-to-outlier
image generation. However, naively modelling p(z;_1|x:) leads to high FID since
diffusion noising process reduces the difference between outlier and clean data.
Instead, we model p(xg|x;) by a UOT-based generative model to easily eliminate
outliers. Sec. [4.2) presents the importance of Lipschizt property of ¥ and how to
design the potential network D, generator network Gjp.

4.1 Robust-to-Outlier Diffusion Framework

DDGAN matches the conditional GAN generator pg(x¢—1|z:) and q(xi—1|z)
using an adversarial framework that minimizes OT loss per denoising step:

mgnZEq(mOT (q (@1 | 2¢) [Ipo (Te-1 | 1)) (12)
t>1

where ¢(z;—1|z¢) is ground-truth conditional distribution with z;_; sampling
from Eq. @D and z; sampling from Eq. . The fake conditional pair (#;_1, z¢) ~
po(xs—1]xs) is obtained using ground truth x; and &1 ~ q(as—1|xe, £o) with
%o = Go(xy, 2,t) (z ~ N(0,1)). Noted that: In DDGAN, OT cost serves as
the loss to minimize that distance between true distribution g(x;—1|z;) and
fake distribution pg(x;—1|x¢). For robustness problem, we cannot directly apply
UOT formulation into GAN-based architecture since UOT does not measure
the distance between true and fake distributions. To apply UOT in GAN, Ro-
bustGAN [4] needs additional network W to weight the outliers, which leads to
training instability due to optimization of three networks.

Motivated from [6}/39], instead of minimizing OT cost between q(z:_1|z:)
and pg(zi—1|xt), our framework uses optimal transport map as a gener-
ative model itself, which is an OT-based generative model [6,[39]. To enable
robustness property, we aim to learn a UOT mapping from marginal distribution
q(x¢) to backward diffusion process q(zi—1|x¢).

ZUOT (q(z¢), q (ze—1]z¢)) (13)

t>1

However, due to diffusion process, the robustness property of generative
model trained by Eq. is not guaranteed. In Eq. , if 7 is too small, UOT for-
mulation becomes an OT formulation which penalizes the marginal constraints
and ignores the outlier filtering. In contrast, when 7 is too large, UOT formula-
tion focus more to outlier filtering and ignores the marginal constraints. In case,
the outlier and clean distributions are close to each other, 7 should be increased
for robustness guarantee. By Proposition [1| (proof in Appendix 8), the outlier
and clean noisy samples at time ¢ become close to each other as t increases
and the 7 should also increase as t increases. It is hard to cast out the
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outlier among x; since choosing different 7 for each step ¢ costs a huge
amount of time and resource. Furthermore, when the outlier and clean noisy
samples for large ¢t are too similar, large 7 could accidentally remove the
low-density modality of clean distribution and cannot eliminate the
outlier samples.

Proposition 1. Denote P° and P° be clean and outlier probability measures.
Let P, be the probability measure that xy ~ P; is obtained from xq ~ P by a for-
ward diffusion. Wasserstein distance W (Pf, P?) decreases as t increases.

To solve this problem, we use UOT to map from marginal distribution
q(z¢) to backward diffusion g(zo|z;), shown in Eq. (14). The backward dif-
fusion q(x:—1|z:) is intractable [15] and it could be written as q(zi—1]|z:) =
>y A(@i—1]Tt, 20)q(20|7¢). From this observation, we formulate the following
loss for our framework:

> UOT (¢ (), q (0 | z)) (14)

t>1

There are two motivating reasons for using Eq. (14). Firstly, since xg is zero-
noised, the distance between outlier and inlier zg is large and UOT formulation
could effectively remove the outliers. This formula helps us avoid the robust ill-
posed problem stated by Proposition [1} Secondly, we notice that g(x¢—1|z, zo)
|15] is tractable and could be easily sampled due to its Gaussian form. Applying
the semi-dual UOT Eq. in the training objective Eq. , we can obtain:

UOT(q (z¢),q(x0 | 2¢)) :r%ijl {Wl* ( - Iréign {Tc(xt,:i“o) - D¢(9Ac0,xt7t)D
+¢2*(—D¢(x0,mt,t))}, (15)
where &g = Gg(xy, ).

4.2 Analysis of Semi-Dual UOT formulation

In this section, we analyze the importance of choosing ¥ in Eq. , the design
space of potential network Dy and Gp.

Lipschitz property of ¥: UOTM [6] favour the conventional Csiszar-
divergence ¥ like KL or x2. However, in Sec. we show that the function,
whose convex conjugate is Softplus, performs better than these conventional
divergences. As |1] states that the Lipschitz loss function results in better per-
formance, we hypothesize that Lipschitz continuity property of Softplus helps
the training process more effective while convex conjugate of KL and x? are not
Lipschitz (see Appendix 9 for proof of Lipschitz property).

Design space of generator function Gy: Motivated from [55], we also
inject latent variable z ~ N(0,I) as input to Gy along with x; and ¢. There
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are two reasons for this choice. Firstly, the latent variable z helps the generator
mimic stochastic behavior. According to [55|, without latent z, the denoising
generative model becomes a unimodal distribution, making the sample quality
significantly worse. The second reason is that z can be used as style information
as in StyleGAN architecture [21]. Motivated from StyleGAN, DDGAN gener-
ator network [55] also uses style modulation layer and Adaln to inject style
information from z into each feature network. As a result, DDGAN inherits
the sophisticated architecture of StyleGAN for high-fidelity image synthesis. We
adopt a similar architecture design of generator Gy from DDGAN |[55].

Design space of potential function Dgy: Through experiment, we dis-
cover that using z;_; (instead of xg in Eq. ) in potential network Dy in
place for xg achieves better FID score. In sampling process, given x;, we predict
o = Go(xy,t, 2) then draw xy_1 ~ q(xi—1|xs, T0), consequently. The sampling
process not only depends on Gy(x¢,t,2) but also q(zi—1|x¢, Zo). Therefore, in
training framework, we should explicitly use z;_; from ¢(z;—1|x¢, Zo) as input of
potential network to better support the sampling process. Relying on the reason,
we propose the modified UOT loss replacing Eq. :

UOT(q (x¢),q (zo | z¢)) :I%in {Wf ( — Hclli:l [TC(J?t, :i:g) — D¢(it_1,xt,t)]>

[

+![/2*(—D¢(Z‘t_1,l‘t,t)):|, (16)

where x;_1 ~ q(.|z¢, z0).

In summary, we present our framework Robust Diffusion Unbalanced
Optimal Transport (RDUOT) in Algorithm [I} In the default setting on
clean dataset and outlier robustness, we apply semi-dual UOT to all diffusion
steps and use the same cost functions Ly: ¢(z,y) = 7|z — y||3 as UOTM.

5 Experiment

In this section we firstly show the robustness of our model RDUOT to various
corrupted datasets. We then show that RDUQOT also possesses high-fidelity gen-
eration and fast training convergence properties on clean datasets. Finally, we
conduct ablation studies to show the importance of choosing ¥, and to verify
the design of our framework in Sec. [d] Details of all experiments and evaluations
can be found in Appendix 7.

5.1 Robustness to corrupted datasets

In this section, we conducted experiments on various datasets perturbed with
diverse outlier types, mirroring real-world applications to validate its robustness
in handling corrupted datasets. Since the resolution of clean and outlier datasets
might be different, we rescaled the clean and outlier datasets to the same reso-
lution, with CI+MI at 32 x 32 and the other four datasets (CE4+FT, CE+MT,
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Algorithm 1: Robust Diffusion Unbalanced Optimal Transport

Input: The data distribution paate. Non-decreasing, differentiable, a function
pair (U1,¥5). Generator network Gg and the potential network Dy. Total
training iteration number K. Batch size B.

for k=0,1,2,...,K do

Sample z¢ ~ pdata, 2 ~ N(0,14),¢t ~ [1:T].

Sample z: ~ p(:|z0), Zo = Go(xt, 2,t), Te—1 ~ p(-|%0, Tt), Tt—1 ~ p(-|T0, Z¢).

1 . . . 1,
Lp = ElI/l ( —c(x¢,%0) + Dy (:ctfl,:ct,t)) + E‘IIQ ( — Dy (xtfl,xt,t)).

Update ¢ to minimize the loss Lp.

1 . N
La= E(c(xt7wo) — Dy (a:tfl,mt,t)).

Update 6 to minimize the loss Lq.
end

CE+CH and CE+FCE) at 64 x 64. Here, CI, MI, FT, CE, CH and FCE stand
for CIFAR10, MNIST, FASHION MNIST, CELEBAHQ, LSUN CHURCH and
VERTICAL FLIP CELEBAHQ, respectively. "A+B" means "dataset A per-
turbed with 5% dataset B".

Comparison to DDGAN:

As shown in Tab. [I} our model consistently maintains strong performance
even when the outlier percentage in training datasets increases. While the outlier
ratio in the training dataset escalates from 3% to 10%, RDUOT’s FID only
increases by around 3.55 points (from 3.43 to 6.98). In contrast, DDGAN’s FID
increases by more than 10 points (from 4.76 to 14.77), and the synthesized outlier
ratio of RDUOT rises from 0.2% to 3.8% compared to DDGAN’s increase from
3.2% to 9.8%.

‘Synthesized Outlier‘ FID ‘RDUOT DDGAN
Perturb ratio) DDGAN RDUOT |DDGAN RDUOT  CELFT 7.89 10.68
3% 3.2% 0.2% 476 3.43 CE+MT | 929 1295
5% 4.1% 1.7% 8.81 4.37 CE+CH | 786 983
% 6.9% 2.3% 9.55 5.17 CE+FCE| 599  6.48
10% 9.8% 3.8% 14.77 6.98 Table 2: FID of DDGAN

Table 1: Synthesized Outlier Ratios and FID of and RDUOT on CE+FT,
DDGAN and RDUOT on CIFARIO (perturbed by =~ CE+CH, ~ CE+MT  and
MNIST) with varying outlier ratios. CE+FCE.
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Fig. 1: From left to right is corresponding to CE+FT, CE+CH, CE+MT and CE+FCE
dataset. Top: DDGAN, Bottom: RDUOT. The red boxes indicate the synthesized out-
liers among the clean synthesized samples.

When testing on higher dimensional datasets, RDUOT keeps dominating

DDGAN as can be seen in Tab. 2] and Fig. [T} We observe that RDUOT performs
well with both outlier datasets FT and MT which are grayscale and visually
different from CE, with an FID gap of around 3 points when compared with the
corresponding DDGAN model. Notably, even though the CH dataset comprises
RGB images and bears great similarity to CE, RDUOT effectively learns to
automatically eliminate outliers. For hard outlier dataset FCE, which has a great
similarity with CE, RDUOT successfully removes the vertical flip face (refer to
last column of Fig. [1)) and we achieve a better FID score compared to DDGAN.
This demonstrates RDUQOT’s capability to discriminate between two datasets in
the same RGB domain, which has not previously been explored by other robust
generative works |§|,
Comparison to other robust frameworks: As can be seen in Tab. [3| both
UOTM [6] and RobustGAN [4] have much higher FID compared to RDUOT.
RobustGAN is hard to converge and get very high FID even with two simple
corrupted datasets. These results are even worse than DDGAN (Tab. . For
UOTM, we first use KL as ¥, but it cannot learn the data distribution and
generate noisy images. We then use Softplus instead and got the FID reported
in Tab. 3] However, UOTM still has a lower score compared to RDUOT. Specif-
ically, the FID of UOTM on CE + FCE is higher than DDGAN’s FID as shown
in Tab.[I] These results prove the inferiority of the two existing models compared
to RDUOT.

5.2 Performance in clean datasets

We assess the performance of RDUOT technique on three distinct clean datasets:
CELEBA-HQ (256 x 256) [19], CIFAR-10 (32 x 32) [25], and STL-10 (64 x 64) |7
for image synthesis tasks. To assess the effectiveness of RDUOT, we utilize two
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CI4+3%MT|CI+5%MT|CE+FT|CE+CH|CE+FCE

RDUOT 3.43 | 437 | 7.89 | 7.86 | 5.99
UOTM || 476 | 789 | 952 | 884 | 6.72
RobustGAN [4] 1063 | 1068 | - | - | -

Table 3: Robustness comparison on CE4+FT, CE4+CH, CE+MT and CE+FCE. Note:
RobustGAN uses the same architecture as UOTM and RDUOT for fair comparison.

N

(a) CIFAR-10 (b) CelebA-HQ

Fig. 2: Qualitative results of RDUOT on 3 datasets STL-10, CIFAR-10, CelebA-HQ.

widely recognized metrics, namely FID and Recall [26]. In Tab. [fand Tab.
we can observe that RDUOT achieves significantly lower FID of 2.95 and 5.60
for CIFAR10 and CELEBA-HQ), in contrast to the baseline DDGAN, which
records FID of 3.75 and 7.64 for CIFAR10 and CELEBA-HQ), respectively. More-
over, RDUQOT achieves a better Recall of 0.58 compared to DDGAN’s Recall of
0.57 for CIFAR10 and slightly outperforms DDGAN for CELEBA-HQ with a
Recall of 0.38 compared to DDGAN’s 0.36.

For STL-10 dataset, Tab. [f] illustrates a substantial improvement in FID for
RDUOT compared to DDGAN. Specifically, RDUOT achieves a remarkable FID
of 11.50, roughly 10 points lower than DDGAN’s FID of 21.79. Additionally,
RDUOT achieves a higher Recall of 0.49, surpassing DDGAN’s Recall of 0.40.
Furthermore, RDUOT also outperforms all state-of-the-art methods in terms of
FID and Recall.

In summary, our proposed RDUOT method outperforms the baseline DDGAN
in high-fidelity image generation and maintains good mode coverage. In
Tab. [7} we demonstrate that RDUOT converges much faster than DDGAN.
By epoch 400, RDUOT achieves an FID of less than 20, while DDGAN’s FID
remains above 100. According to [29)], in training process, stochastic diffusion
process can go out of the support boundary, make itself diverge, and thus can
generate highly unnatural samples. We hypothesize that the RDUOT’s ability
to remove outliers at each step (caused by the high variance of large diffusion
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Model FID] Recallt NFE/|

RDUOT 2.95 0.58 4
WaveDiff [36] 4.01 055 4
DDGAN [55] 375 057 4

DDPM |[15] 321 057 1000

StyleGAN2 |22| 8.32 041 1
WGAN-GP [13] 39.40 - 1
RobustGAN |4 21.57 - 1
RobustGAN* 1140 - 1
OTM [39] 2178 - 1
UOTM [6] 297 - 1
UoOTM#* 3.79 - 1

Table 4: Quantitative results on
CIFAR-10. *: DDGAN architecture, #:
trained on our machine

Model FIDJ Recallt
Our 11.50 0.49
WaveDiff [36] 12.93  0.41
DDGAN [55] 2179 0.40
StyleFormer [33] 15.17 -
TransGAN [18] 18.28 -
SNGAN [32] 40.1

StyletGAN2 tADA [20]  13.72  0.36
StyleGAN2+Aug [20] 12.97 0.39
Diffusion StyleGAN2 [53] 11.53 -

Table 6: Quantitative performance of
RDUOT on STL-10. RDUOT surpasses
DDGAN at both metric FID and Recall.

Model FID| Recallt

RDOUT 5.60 0.38
WaveDiff [36] 5.94 0.37
DDGAN [55] 7.64 0.36

Score SDE [48] 7.23 -
LFM [9] 526 -
NVAE [50] 207 -
VAEBM [54] 204 -
PGGAN [19] 8.03 -
VQ-GAN [11] 102 -

UOTM |6 580 -

Table 5: Quantitative results
on CELEBA-HQ.

—e— ddgan

175 —— rduot

150
125

2 100
75

50

25

100 200 300 400 500 600 700 800
Epoch

Table 7: The training convergence
on STL-10 between DDGAN and
RDUOT.

steps in DDGAN) leads to better performance. For a visual representation of

our results, please refer to Fig.

5.3 Ablation Study

Selection of ¥:

Given that Dy, could be Csiszar-divergences, we can choose commonly used
functions like KL and x? for ¥; and ¥, in RDUOT. However, using KL as ¥; led
to infinite loss during RDUOT training, even with meticulous hyperparameter
tuning, likely due to the exponential convex conjugate form of KL (refer to
Appendix 9). On clean CIFAR-10 dataset, using KL as ¥, we obtain the best
FID of 10.11 at epoch 1301 before the loss explodes to co. This phenomenon
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shows the instability of KL. For x? as ¥;, the first row of Tab. [§| reveals that
RDUOT with x? achieve a FID score of 5.04, outperforming DDGAN’s FID of
8.81 on CIFAR-10 with 5% outlier MNIST but still higher than softplus (4.37).

Outlier ratio 0% 5%

24 29 FID (clean) | FID (5%) |

Our 2.95 4.37
2 2
X X 3.93 004 Our* 3.09 6.94
softplus softplus 2.95 4.37 Our# 3.94 5.93
Table 8: FID for different choices of ¥y Table 9: Different proposed
and ¥y UOT losses. Our: Eq. (16), Our*:
Eq. 7 Our”: Eq. 1}

Verifying Design of Framework:

In this section, we run experiments with other versions of our proposed model
for verifying our insight in Sec. The first version uses Eq. , and the second
version uses Eq. (15)). Their empirical results are shown in Tab. @ Since noisy
clean and outlier distributions at time t are close to each other, the proposed
model using Eq. fails to remove outliers (FID 6.94 compared to 4.37 of the
main version). On the other hand, if using Eq. , the training process loses
the information about x;_; and hurts the sampling process, leading to worse
performance as shown in Tab. [0

6 Conclusion

In this paper, we introduce the first diffusion framework for robust-to-outliers
image generation tasks. We present techniques to incorporate UOT into the
DDGAN framework, leading to our proposed framework RDUOT. RDUOT has
demonstrated the ability to either maintain or enhance performance across all
three critical generative modeling criteria: mode coverage, high-fidelity genera-
tion, and fast sampling, all while ensuring rapid training convergence. Addition-
ally, our paper showcases that RDUOT significantly outperforms DDGAN and
other robust-to-outlier algorithms on corrupted training datasets with various
settings, making it a promising approach for real-world corrupted datasets.
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